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Preface to the Second Edition

In rewriting this book, we have deeply felt the loss of our dear friend and col-
league Bill Hunter (William G. Hunter, 1937-1986). We miss his ideas, his
counsel, and his cheerful encouragement. We believe, however, that his spirit
has been with us and that he would be pleased with what we have done.

The objectives for this revised edition of Statistics for Experimenters remain
the same as those for the first:

1. To make available to experimenters scientific and statistical tools that can
greatly catalyze innovation, problem solving, and discovery.

2. To illustrate how these tools may be used by and with subject matter
specialists as their investigations proceed.

Developments that would have delighted Bill are the receptive atmosphere
these techniques now encounter in industry and the present universal availability
of very fast computers, allowing® where necessary, the ready use of computa-
tionally intensive methods.

Under such banners as “Six Sigma,” management has realized the impor-
tance of training its work forces in the arts of economic investigation. With this
democratization of the scientific method, many more people are being found with
creative ability and unrealized aptitude for problem solving and discovery. Also,
the “team idea” not only accelerates improvement but identifies such natural lead-
ers of innovation and can allow them to lead. To make such initiatives possible
the modern philosophy and methods of process improvement must be taught at
all levels of an organization. We believe both trainers and trainees engaged in
such efforts will find this book helpful. Also based on a long experience, we

* All the computations in this book can be done with the statistical language R (R Development
Core Team, 2004), available at CRAN (http:/cran.R-project.org). Functions for displaying anova and
Tambda plots, for Bayesian screening and model building are included in the BHH2 and BsMD R-
packages and available at CRAN under contributed packages. There is as well commercial software,
such as the SCA Statistical System, which some readers will find easier to use.
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The classic adapted to modern times

For many years, the First Edition of Statistics for Experimenters has been a premier quide and reference for the application of
statistical methods, especially as applied to experimental design. Rewritten and updated, this new edition of Statistics for
Experimenters adopts the same approach as th S ating thoroughly worked examples, read-
ily understood graphics, and the appropriate tion, problem solving, and discovery, the
Second Edition provides experimenters with t ”“WWM |““ ””| 7||” |||’| ||||| ““‘MI l"‘ bded to maximize the knowledge gained
from research data. The authors' practical app X46394234 eds to be solved and then illustrates the
statistical methods best utilized in all stages of design and analysis.

Providing even greater accessibility for its users, the Second Edition reflects the changes in techniques and technologies
since the publication of the classic First Edition.

HKU Libraries

Among the new topics included are:

+ Graphical analysis of variance

- Computer analysis of complex designs

- Simplification by transformation

- Hands-on experimentation using response surface methods

- Further development of robust product and process design using split-plot arrangements and minimization
of error transmission

- Introduction to process control, forecasting, and time series

- Illustrations demonstrating how multiresponse problems can be solved using the concepts of active and
inert factor spaces and canonical spaces

- Bayesian approaches to model selection and sequential experimentation

- Applications for Six Sigma initiatives in a variety of disciplines

~ An appendix featuring quaquaversal quotes from a variety of sources ranging from noted statisticians and
scientists to famous philosophers that embellish key concepts and enliven the learning process

Computations in the Second Edition can be done utilizing the statistical language R. Functions for displaying ANOVA and
lambda plots, Bayesian screening, and model building are all included, and R packages are available on a related FTP site.
These topics can also be applied utilizing easy-to-use commercial software packages.

Complete with applications covering the physical, engineering, biological, and social sciences, Statistics for Experimenters is
designed for all individuals who must use statistical approaches to conduct an experiment. Experimenters need only a basic
understanding of mathematics to master all the statistical methods presented. This text is an essential reference for all
researchers and an invaluable course book for undergraduate and graduate students.

GEORGE E.P. BOX, PuD, is Ronald Aylmer Fisher Professor Emeritus of Statistics at the University of Wisconsin—Madison.
He is a Fellow of the American Academy of Arts and Sciences and a recipient of the Samuel S. Wilks Memorial Medal of the
American Statistical Association, the Shewhart Medal of the American Society for Quality, and the Guy Medal in Silver of
the Royal Statistical Society.

J. STUART HUNTER, PHD, is Professor Emeritus of Civil Engineering at Princeton University. Dr. Hunter has served as
consultant to many industries and government agencies. He has been a staff member of the National Academy of
Sciences, Committee on National Statistics, and statistician in residence at the University of Wisconsin, and is the found-
ing editor of Technometrics.

The late WILLIAM G. HUNTER, PuD, was Professor Emeritus of Statistics and Engineering at the University of
Wisconsin—Madison.
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